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(Variational) Rank-Reduction Autoencoders as

Regularisers for (MRI) Inverse Problems SEMINAR PROJECT

MASTER’S THESIS

= For a given image * € R", the goal of an autoencoder is to minimise
L = |z — d(e(x))||, when training an encoder e and decoder d.
=  Rank-Reduction AEs make use of a truncated SVD on the latent space Y,

k*
Y =e(X)=USV” and Y = 3" o:U;V;" with e, d such that X ~d (V) .

= You should train and apply a Variational Rank-Reduction Autoencoder as a
regulariser (using the loss, £) for inverse (imaging) problems.

= Using the autoencoder loss as an additive term in the optimisation objective.

= For example, denoising of Magnetic Resonance Imaging (MRI) images.

= Goal: do Rank-Reduction Autoencoders improve reconstruction?
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